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Abstract—Recently, software defined networks (SDN) has
emerged as novel technology that leverages network programma-
bility to facilitate network management. SDN provides a global
view of the network, through a logically centralized component,
called SDN controller, to strengthen network security. SDN
separates the control plane from the data plane, which allows
for a more control over the network and brings new capabilities
to cope with the new emerging security threats (i.e., zero-day
attacks). Existing attack detection schemes are facing obstacles
due to high false positive rates, low detection performances, and
high computational costs. To address these issues, we propose a
multi-module Machine Learning (ML) framework that combines
unsupervised ML techniques with a scalable feature collection
and selection scheme to effectively/timely detect network security
threats in the context of SDN. In particular, our proposed
framework consists of: (1) a data flow collection module (DFC) to
gather the features of network data in a scalable and efficient way
using sFlow protocol; (2) an Information gain Feature Selection
(IGF) module to select the most informative/relevant features to
reduce training and testing time complexity; and (3) a novel
unsupervised ML module that uses a novel outlier detection
scheme, called Isolation Forest (ML-IF), to effectively/timely
detect network security threats in SDN. The experimental results
using the well-known public network security dataset UNSW-
NB15, show that our proposed framework outperforms state-
of-the-art contributions in terms of accuracy and detection rate
while significantly reducing computational complexity; making it
a promising framework to mitigate the new emerging network
security threats in SDN.

Index Terms—Machine Learning; Intrusion Detection System;
Isolation Forest; SDN.

I. INTRODUCTION

IN recent years, there has been a huge increase in the
number of cyber attacks on critical domains/infrastructures

(e.g., healthcare and Smart grids (SGs)); these attacks continue
to grow at a rapid rate and cause huge damage, and financial
losses for educational and business organizations, and may
lead to large-scale blackouts [1]–[7]. The new emerging secu-
rity threats have been increasing in strength/sophistication and
are becoming more devastating/destructive; these attacks are
predicted to cost huge financial losses of about $20 Billion
(USD) by 2021 for both education organizations as well as
enterprises [8]. To protect the network and end users from
the new emerging security threats, Internet Service Providers

(ISPs) deploy different security mechanisms such as access
control schemes and stateful/stateless firewalls. However, it
has been shown that these cyber-security mechanisms are not
sufficient to protect the network as well as end users from zero-
day attacks. To this end, Intrusion Detection Systems (IDSs)
need to be carefully developed/designed to cope with the new
emerging network security threats ranging from data leakage to
phishing attacks. Traditional IDSs are limited by their need of
new/up-to-date attack patterns, which make them vulnerable to
zero-day attacks. The recent emergence of ML/DL techniques
have revolutionized many fields and in particular the security
field; since then, several IDSs have adopted ML/DL to detect
network intrusions [9]–[17]. However, most of the existing
ML/DL-based IDSs, such as density-based techniques (e.g.,
DBSCAN [18]), suffer from high false positive rates since
they consider any deviation from the normal behavior as an
abnormal activity. Also, they are computationally expensive
since they need to memorize a large number of normal data
sample features.

To alleviate these issues, we propose a novel multi-module
Machine Learning (ML) framework that combines an opti-
mized feature selection scheme with advanced unsupervised
ML technique to reduce computational complexity while ef-
fectively improving detection performance i.e., accuracy and
detection rate. In particular, our proposed framework consists
of: (1) a novel data flow collection module (DFC) to gather the
features of network data in a scalable and efficient way using
sFlow protocol; (2) an Information gain Feature Selection
(IGF) module to select the most informative/relevant features
to reduce training and testing time complexity; and (3) a novel
unsupervised ML module that uses a novel outlier detection
scheme, called Isolation Forest (ML-IF), to effectively/timely
detect network security threats in SDN. Our proposed frame-
work isolates abnormal data samples instead of memoriz-
ing the profile of normal data samples; this makes it more
lightweight than existing unsupervised ML/DL-based IDSs.
Abnormal data samples are few data samples; this makes them
susceptible to isolation with low computation. Our proposed
framework not only enhances the detection performance i.e.,
accuracy and detection rate, but also reduces the false positive



rate with minor computational complexity. To evaluate the
effectiveness of our proposed framework, we conduct exten-
sive experiments using variety of real-world network security
threats. The experimental results, using the well-known public
network security dataset, namely the UNSW-NB15 [19], [20],
show that our proposed framework outperforms state-of-the-
art contributions in terms of accuracy and detection rate while
significantly reducing computational complexity; making it a
promising framework to mitigate the new emerging network
security threats in SDN.

The main contributions of this paper are summarized as
follows:
• We propose a novel data flow collection module (DFC)

to gather the features of network data in a scalable and
efficient way using sFlow protocol.

• We design an Information gain Feature Selection (IGF)
module to select the most informative/relevant features to
reduce training and testing time complexity.

• We propose a novel unsupervised ML module that uses
a novel outlier detection scheme, called Isolation Forest
(ML-IF), to effectively/timely detect network security
threats in SDN.

• We evaluate the performance of the proposed framework
in terms of accuracy, detection rate, and computational
complexity. We compare the performance of our proposed
framework with state-of-the-art ML/DL-based IDSs. The
experimental results show that our proposed framework
achieves high detection performances while reducing
computational complexity, making it a promising frame-
work to cope with the new emerging security threats in
SDN.

The remainder of this paper is organized as follows. In
Section II, we present a review of related work. Section
III presents the system design of our proposed framework.
In Section IV, we evaluate the proposed framework. Finally,
Section V concludes the paper.

II. RELATED WORK

The new emerging attacks are becoming more devastating
and destructive; several state-of-the-art contributions have in-
tegrated supervised and unsupervised ML/DL techniques to
enhance detection performances of traditional IDSs. In the
following, we overview the most representative ML/DL based
IDSs and we discuss their security issues.

Ashfaq et al. [21] proposed a novel Semi Supervised
Learning (SSL) technique that uses a single hidden layer feed-
forward neural network (SLFN) along with a sample catego-
rization scheme to detect network anomalies. The proposed
scheme uses a fuzzy quantity scheme to categorize/classify
data samples. The effectiveness of the proposed scheme was
tested and evaluated using the NSL-KDD dataset. Singh et al.
[22] proposed a scalable peer-to-peer (p2p) anomaly detection
scheme that uses ML technique (i.e., Random Forest (RF)) to
detect network anomalies. The proposed scheme consists of:
(1) a distributed framework that dynamic extracts network data
features; and (2) a classification module that uses RF model to

detect, in real-time, network attacks. The effectiveness of the
proposed scheme was tested and evaluated using the CAIDA
dataset. McDermott et al. [23] proposed FeedWSN, a novel
IDS that uses a back propagation neural network and a support
vector machine (SVM) to detect intrusions in Wireless Sensor
Networks (WSNs). The authors have compared the detection
performance of the two models for six cyber-attacks using the
NSL-KDD dataset.

Tuan et al. [24] proposed a novel unsupervised learning
method that uses Local outlier Factor (LoF) scheme to detect
network attacks (e.g., DDoS attacks) in SDN. The proposed
method uses a local density scheme to measure the local
deviation for a given data sample with respect to its neighbors.
The proposed method was tested and evaluated using CAIDA
dataset. Ali et al. [25] proposed a three-tier intrusion detection
and prevention system (IDPS) to detect Distributed Denial of
Service (DDoS) attacks in SDN. The proposed IDPS includes
packet validation, user validation, and flow validation. The
effectiveness of the proposed system was evaluated using the
OMNeT++ emulator. Moustafa et al. [26] proposed a novel ar-
chitecture that uses Outlier Gaussian Mixture (OGM) scheme
to detect web attacks. The proposed architecture consists of:
(1) a data pre-processing module that uses an Association Rule
Mining (ARM) scheme to dynamically extract informative
features; and (2) a classification module that uses OGM
scheme to detect network anomalies. The authors evaluated the
effectiveness of OGM using two well-known public network
security datasets, the Web Attack and the UNSW-NB15.
Nour et al. [27] proposed a new threat intelligence scheme
that uses beta mixture-hidden Markov models (MHMMs) to
detect network anomalies in the context of Industry 4.0. The
proposed scheme consists of: (1) a novel smart management
module to handle/manage heterogeneous network data flow
includes data from actuators and IoT sensors; and (2) a
novel threat intelligence module that uses MHMMs to detect
network anomalies. The authors evaluated the effectiveness
of MHMMs using two well-known public network security
datasets, the CPS dataset and the UNSW-NB15.

Based on our analysis of these existing contributions [21]-
[27], we found that a number of these solutions [24]–[26] are
computationally expensive. Also, most of them suffer from
high false positive rates since they consider any deviation
from the normal state as an abnormal activity. To address the
shortcomings of the existing solutions [21]- [27], we propose
a multi-module ML framework that uses a novel outlier detec-
tion scheme i.e., ML-IF to effectively/timely detect attacks in
SDN. Our proposed framework isolates abnormal data samples
instead of memorizing the profile of normal data samples; it
does not use any computationally expensive method (e.g., den-
sity measure) to detect abnormal data samples. Moreover, we
introduce a novel data flow collection module and optimized
feature selection module to gather the features of network data
in a scalable and efficient way. Our proposed framework is
much scalable and accurate in comparison with the ones that
uses OF schemes [24], [25] and outperforms state-of-the-art
contributions in terms of accuracy and detection rate while



Fig. 1. Proposed Multi-Module ML-based IDS Framework

significantly reducing computational complexity.

III. SYSTEM DESIGN

A. Overview

When designing our proposed framework, we did consider
the following goals/objectives. First, our proposed framework
should ensure/guarantee a full protection from the new emerg-
ing security threats. Unlike existing ML/DL based IDSs [21]-
[27] that try to find a profile of similar data samples, then
classify others as abnormal data samples (i.e., intrusions).
Since abnormal data samples are mostly few and rare, we
aim to isolate them with low computation instead of profiling
a large number of normal data samples. Second, these anoma-
lies/intrusions should be timely/effectively detected, and the
overall system has to be as secure as possible. Fig. 1 shows our
proposed multi-module framework; it includes three modules:
(1) a novel data flow collection module (DFC) to gather the
features of network data in a scalable and efficient way using
sFlow protocol; (2) an Information gain Feature Selection
(IGF) module to select the most informative/relevant features
to reduce training and testing time complexity; and (3) a novel
unsupervised ML module that uses ML-IF to effectively/timely
detect network security threats in SDN.

B. Data Flow Collection Module (DFC)

Network Data collection is the first step of security attack
detection. In SDN, two commonly techniques are used to
collect the features of network data flow. The first tech-
nique uses OF protocol while the second one uses flow
sampling techniques such as Sflow protocol. In OF based
technique, SDN controllers periodically sends state requests
to forwarding elements. Each forwarding element responds
with one or multiple flow statistics reply messages that contain
network data flow statistics. To this end, each forwarding
element needs to maintain/store a large number of network
data flow entries. However, this will exhaust the resources
of OF devices (i.e., Ternary Content Addressable Memory
(TCAM)). Also, a large size of flow statistics reply messages
sent by forwarding elements to SDN controllers may congest
the bandwidth between OF devices and SDN controllers and
exhaust the OF channel by attack traffic. To alleviate the issues

of OF-based technique, DFC makes use of flow sampling
techniques to gather the features of network data flow in a
scalable and efficient way using sFlow protocol. DFC is more
scalable and does neither consume the bandwidth between
OF devices and SDN controllers nor exhaust the OF channel
by attack traffic. NDC defines the flow monitoring metrics
such as flow aggregation attributes and thresholds, and uses an
sFlow collector (i.e., sFlow-RT [28]) to deploy these metrics
in network data plane elements. Once the features of network
data flow is collected using DFC, we encoded categorical
features into a numeric values. Then, we re-scale their values
using a standardization technique as follows:

Fstand =
Fi − µ
σ

(1)

where Fi denotes the input feature, µ and σ denote, respec-
tively, the mean and standard deviation values for each input
feature value Fi.

C. Information Gain Feature Selection Module (IGF)

Irrelevant features can slow down the process of training
and prevent a ML model from making accurate decisions,
especially when dealing with large scale data. In our frame-
work, we investigate the use of information gain feature
selection module (IGF) to select the most informative features.
IGF ranks features based on mutual information and entropy
calculation. For an input feature X and a class Y , IGF ranks
a feature X based on the amount of knowledge that can
be gained about Y . In fact, if X and Y are independent,
their IGF score is almost zero. Thus, X does not contain
any knowledge/information about Y and it is very likely an
irrelevant feature that may prevent a ML model from making
accurate decisions. IGF is defined as follows:

IGF (X;Y ) = H(X)−H(X/Y ) (2)

where H(X) is the entropy of an input feature X , H(X|Y )
is the conditional entropy of a feature X given a class Y . The
formula for IGF can also be expressed as follows:

TIGFS(X;Y ) =

∫
X

∫
Y

pX,Y (X,Y )log
pX,Y (X,Y )

pX(X)pY (Y )
dxdy

(3)
where pX,Y (X,Y ) is the joint probability density function
of a feature X and a class Y while pX(X) and pY (Y ) are
marginal density functions of X and Y , respectively.

D. Unsupervised ML Module (ML-IF)

ML-IF constructs forests of trees using multiple decision
trees. Each decision tree trains on a particular sub-set of the
dataset. ML-IF uses two methods, namely Entropy Information
Gain (EIG) and Gini index (GI), to select the best features that
maximizes the information for a particular split a particular
decision tree. EIG uses use entropy to measure the degree of
randomness; the higher the value of the EIG, the more order
of disorder. Thus, we aim to decrease the entropy from the
top of the tree to the bottom. EIG is defined as follows:



EIG = −
n∑

i=1

qi ∗ log(qi) (4)

where qi is the class probability; it is the proportion of class
i in the dataset.

Gini Index, called also Gini impurity, calculates the amount
of probability of a given feature that is misclassified when
selected randomly. GI is defined as follows:

GI = 1−
n∑

i=1

pi
2 (5)

where pi is the probability of a misclassified feature.
Once ML-IF constructs the optimal decision tree, we com-

pute an anomaly score, for each input feature f , as follows:

Anomaly score(f, t) = 2
−E(ϕ(f))

d(t) (6)

where ϕ(f) is the path length of input feature f ; it is defined
as the number of edges that input feature f traverses from the
top to the bottom of the tree, t is the number of leaf nodes,
E(ϕ(f)) is the average of ϕ(f), and d(t) is the average path
length of unsuccessful searches in the binary tree, it is defined
as follows:

d(t) = 2H(t− 1)− (2
t− 1

t
) (7)

where H(k) is an harmonic number that can be estimated by
Euler’s constant (i.e., ln(k) + 0.5772156649).

Using the anomaly score Anomaly score(f, t), we can
classify each input features f as either normal or abnormal.
The closer an input feature f to the root of the decision tree
(score close to 1), the more likely this data sample is an
anomaly/intrusion, while an score close to 0, indicates that
f is very likely a normal observation. Abnormal data samples
are mostly few and have different representations, which result
in a shorter path ϕ(f) in the tree. Thus, a anomaly score close
to 1.

IV. EVALUATION

In this section, we present the evaluation of our proposed
framework. First, we introduce the experimental environment.
Then, we evaluate the performance of our proposed frame-
work.

A. Experimental environment

The implementation of our proposed framework is done
using scikit-learn [29], an open source library that integrates a
wide range of supervised and unsupervised machine learning
techniques. DFC, IGF, and ML-IF are implemented in the
application layer as REST applications. We use Mininet [30]
to create a realistic virtual network; it consists of: (1) SDN
controllers (i.e., Floodlight [31]); (2) network monitors (i.e.,
sFlow-RT [28]) to monitor/gather the features of network data
flow in a scalable and efficient way; and (3) multiple OF
switches and multiple hosts are simulated to act as legitimate
users. For the attack traffic, we leverage the well-known public

synthetic dataset from Cyber range Lab of the Australian
Centre for cyber Security (ACCS); it contains 100 GB of raw
network packets; it contains a variety of simulated attacks
including DDoS attacks. UNSW-NB15 contains about three
million connection records; it includes the following network
attacks: analysis, fuzzers, DoS, backdoors, reconnaissance,
generic, exploits, shellcode, and worms. We run our exper-
iments on Google Colaboratory [32] using the Tesla T4 GPU
on a PC with Intel Core i7-8750H-2.2 GHz, 16GB RAM, and
GTX 1050 GPU.

B. Performance Evaluation

We evaluate the performance of our proposed framework in
terms of Accuracy, Precision, True Positive Rate (TPR) called
Detection Rate (DR), Area Under the ROC Curve (AUC), and
F1-score. We define these metrics as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(8)

Precision =
TP

TP + FP
(9)

Recall = DR = TPR =
TP

TP + FN
(10)

F1 = 2 ∗ Precision ∗Recall
Precision+Recall

(11)

FPR =
FP

TN + FP
(12)

where, TP (True Positives) represent abnormal data samples
that are correctly classified as abnormal data samples, FN
(False Negatives) represent abnormal data samples that are
classified as normal data samples, FP (False Positives) rep-
resent normal data samples that are classified as abnormal
data samples, while TN (True Negatives) represent normal data
samples that are correctly classified as normal data samples.

First, we encoded the categorical features of the
UNSWNB15 dataset (i.e., ‘proto’, ‘state’, ’service’, and ‘at-
tack cat’) into numeric values and we re-scale the features
values according to Eq. (13).

X ′i =
Xi −Mean(Xi)

stdev(Xi)
(13)

where Xi denotes the feature (e.g., ‘attack cat’), Mean(Xi)
and stdev(Xi) denote, respectively, the mean and standard
deviation values for each feature.

Once the preprocessing phase is done, we used IGF to
select the most promising features and remove the redundant
ones. Fig. 2 shows IGF score of features for the UNSWNB15
dataset; it shows the highest features that have gained the
highest amount of knowledge/information in a descending
order. We observe that more than 75% of the 49 features
of the UNSWNB15 dataset are not contributing to make
accurate classifications. IGF can greatly exclude the redun-
dant/irrelevant features that can slow down the process of



Fig. 2. IGF Score of features using the UNSW −NB15 dataset

(a) (b)

Fig. 3. Performance evaluation of the proposed framework using the UNSW −NB15 dataset in terms of: (a) ROC curve; and (b) Confusion matrix

training. Thus, IGF can significantly reduce computational
complexity while maintaining/ensuring a high detection per-
formance. Figs. 3(a) and 3(b) show the ROC curve and
confusion matrix of our proposed framework using the UNSW-
NB15 datasets, respectively. Our proposed framework achieves
97%, 96%, 96%, and 97% in accuracy, precision, Detection
Rate, and F1 score, respectively, with only 38.33 seconds of
training time. The ROC curves show the TPR according to the
FPR. We obtain an AUC of 0.98 in the UNSW-NB15 dataset.

we compare the results obtained by our proposed framework
with recent state-of-the-art ML/DL models using the UNSW-
NB15: SSL [21], RF [22], FeedWSN [23], OGM [26], and
MHMM [27]. Table 1 shows the values of the metrics of our
proposed framework and the state-of-the-art ML/DL models.
Our proposed framework achieves the highest accuracy of
97% and the highest detection rate of 96% with only 38.33
seconds of training time. The experimental results confirm that
our proposed framework outperforms recent state-of-the-art
contributions in terms of accuracy and detection rate while
significantly reducing computational complexity. This makes

it a promising cyber-security framework to detect the new
emerging attacks while reducing the computational complex-
ity.

TABLE I
PERFORMANCE METRICS OF OUR PROPOSED FRAMEWORK AND

STATE-OF-THE-ART ML/DL MODELS BASED ON THE AVAILABLE
MEASURES USING THE UNSW-NB15 DATASET

Methods Accuracy DR Time
(second)

SSL [21] 0.86 0.85 NA
RF [22] 0.93 0.92 NA
FeedWSN [23] 0.92 0.91 NA
OGM [26] 0.95 0.94 NA
MHMM [27] 0.96 0.95 NA
ML-IF 0.97 0.96 38.33

V. CONCLUSION

In this paper, we proposed a novel multi-module ML
framework that combined unsupervised ML techniques with



a scalable feature collection and selection scheme to effec-
tively/timely detect network security threats in the context
of SDN. First, we introduced a novel data collection and
feature selection module to reduce computational complex-
ity while effectively improving detection performance. Then,
we proposed a novel unsupervised ML module (ML-IF) to
effectively/timely detect network security threats in SDN. The
experimental results using the well-known public network
security dataset UNSW-NB15, showed that our proposed
framework outperforms state-of-the-art contributions in terms
of accuracy and detection rate while significantly reducing
computational complexity; making it a promising framework
to mitigate the new emerging network security threats in SDN.
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